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Abstract: 

Asthma is a common, chronic inflammatory disorder of the airways that affects an estimated 339 million 

people worldwide. Diagnostic approaches for asthma usually fail in clinical practice, partly owing to the 

multifactorial spectrum of the disease. This study reveals a new diagnostic algorithm where regression trees 

along with entropy-based subset selection(E-SS) are combined for more reliable and accurate asthma 

diagnosis. E-SS helps to filter out the most important features from high-dimensional datasets and avoids 

possible overfitting of the rate up to 91.304%, which is higher than other algorithms like Bayesian Network 

of 83.3%. The strength of this model is that it can capture complex (non-linear) interactions efficiently between 

the variables and therefore would be efficient, in particular for asthma prediction. Moreover, it is a more 

patient-centered methodology where risk factors of each individual are targeted. The model could aid in the 

diagnosis and treatment of other chronic diseases outside asthma, further alleviating global health care 

systems. 
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Introduction: 

Asthma is a chronic inflammatory disease of the 

airways that causes recurrent and variable 

symptoms, breathlessness, reversible obstruction, 

and bronchospasm. It impacts more than 339 

million people around the world and is one of the 

most common chronic disorders[1]. The incidence 

of asthma has increased, and the rise is more 

noteable in developed countries, which can be 

attributed to urbanization, environmental changes, 

and lifestyle factors[2]. This problem, one of the 

major public health issues is associated with a 

reduced quality of life, a significant economic 

burden and high expenditure on the healthcare 

system. 

The asthma physiology is multifactorial with 

genetic backgrounds predestineted and 

environmental exposures like allergens, pollutants, 

and infections playing roles. They both act in 

concert to elicit an overzealous immune response 

leading to the chronic airway inflammation, 

hyperresponsiveness, and structural remodeling 

that characterize asthma[3]. Despite the progress in 

knowledge and management of asthma it remains a 

principal cause for morbidity and mortality 

especially in low- and middle-income countries 

with limited healthcare resources[4]. Globally, 

asthma imposes a significant economic burden in 

terms of both direct and indirect costs (in medical 
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care expenditures, productivity loss, and reduced 

quality of life)[5]. 

Given the complex and heterogeneous nature of 

asthma, increasing attention is being directed 

towards leveraging advanced statistical methods 

and machine learning algorithms to enhance 

disease management. Of these, the regression tree 

analysis is recognized as a handy tool in asthma 

research. Decision trees are a type of non-linear 

regression modeling technique called regression 

trees, that can better capture intricate relationships 

between multiple variables[6]. In a previous study 

on asthma, regression trees were used and features 

that best predicted disease progression and 

optimized treatment were identified[7]. 

Regression tree, implementation summary, using 

regression tree, researchers are able to analyze big 

data and detect non-linear relationships among 

genetic factors, environmental elements, and 

potential clinical phenotypes. This has resulted in 

the identification of different asthma 

phenotypes[8]. Understanding these phenotypes 

enables clinicians to design individualized plans 

for treatment that address the specific requirements 

of each patient and help reduce both the level of 

asthma-based outcomes and its overall economic 

cost[9]. In addition, regression tree analysis has 

identified biomarkers, and environmental triggers 

associated with severe asthma facilitating earlier 

intervention and targeted therapies[10]. 

The capacity to handle high-dimensional data and 

complex variable interactions is among the major 

merits of regression tree analysis in asthma 

research. Therefore, it is especially suited for 

implementation in the age of big data, when large-

scale studies and electronic health records are 

increasingly being used to inform clinical 

practice[11]. A regression tree can enlighten the 

polygenic data for application in defining multiple 

pathways and for establishing novel therapeutic 

approaches[12]. 

Among asthma research, the usage of regression 

tree methods stands as an important shift in 

understanding and treatment for this intricate 

disease[13]. Over recent methods of statistical and 

computational analysis, the use of machine 

learning (ML) to healthcare data is being 

increasingly appreciated as a tool that would enable 

better understanding of this heterogeneity of 

asthma and predicting its progression[14]. Global 

Chronic Respiratory Initiative (GCRI) has the 

potential to revolutionize how we can manage 

asthma, changing the course for +300 million 

patients worldwide[15]. 

Although regression tree based models are 

powerful end tools and able to deal with complex 

and non-linear relationships between the variables, 

proper selection of your challenge may help in 

improved predictive accuracy. E-SS has been 

employed in a number of previous studies for 

feature selection in a variety of domains[16]. The 

standard found in this research paper has similarly 

been shown to outperform other popular feature 

selection methods, such as Principal Component 

Analysis(PCA). PCA consists of an orthogonal 

projection of a dataset to a lower dimensional space 

such that the variance is maximized. PCA is also 

used for sensor fault identification by 

reconstructing each variable using iterative 

substitution and optimization[17]. E-SS, which 

used feature value balance and informational value 

between variables to select gens by means of 

entropy. However, PCA cannot model non-linear 

dependences, and E-SS improves prediction power 

of the models by capturing more complex patterns 

hidden in data. And by removing redundant 

features, it cuts down on computational resources 

usage, a much more familiarity for high-

dimensional data. 

Methodology: 

This section will discuss the algorithm and research 

flow used to develop a prediction model for asthma 

based on regression trees and entropy-based subset 

selection (E-SS). The regression tree technique 

focuses primarily on the study of non-linear 

relationships in many variables within large 

datasets. This would be more adequate for use 

when wanting to find subgroups that would show 

intricate patterns of variables, like in the 

assessment of asthma phenotypes. E-SS gives more 

emphasis on the feature selection part and tries to 
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bring in the simplicity of the model by the selection 

of informative parameters based on entropy. For a 

deeper understanding of regression trees and E-SS, 

please refer to[18]. Based on the understanding of 

asthma, several parameters in the dataset can be 

indicators of risk or factors influencing the 

likehood of a person having asthma is family 

history of asthma, history of allergies and eczema, 

pollution and pollen exposure, education level, and 

smoking history. 

Let 𝐻 = [𝑦 𝑋 𝐷]; 𝐻 ∈  ℝ𝑚×(𝑛1+𝑛2+1) be the 

dataset related to asthma diagnosis, where 𝑦 ∈

{0,1}𝑚 indicates whether someone has asthma 

(e.g., 𝑦 = 0 means the patient does not have 

asthma, and vice versa), 𝑋 = [𝑥1 𝑥2 … . 𝑥𝑛+1]; 𝑋 ∈

ℝ𝑚×𝑛1 is a collection of numeric parameters (e.g., 

FEV1, PEF, etc), and 𝐷 ∈ ℤ𝑚×𝑛2 is a collection of 

discrete parameters (e.g., gender, smoking history). 

𝑚 is the number of samples, 𝑛1 is the number of 

numeric parameters, and 𝑛2 is the number of 

discrete parameters. 

First step: 𝑯 is used to create a prediction model 

using only the Regression Tree. The result of this 

model is then compared to proposed method, which 

is Regression Tree with Entropy-based Subset 

Selection, to determine if the proposed method has 

higher accuracy. Let 𝑯𝑣 = [𝑦𝑣𝑋𝑣𝐷𝑣];  𝐻𝑣 ∈ 

ℝ𝑚×(𝑛1+𝑛2+1) be a set of validation data similar to 

𝑯, but not used to train the model. Let %Α𝑖 be the 

model prediction accuracy precentage Eq. (1): 

%𝐴𝑖 =  
𝑏

𝑚2
× 100% (1) 

Where 𝑏𝑖 is the number of true diagnoses based on 

Regression Tree-only prediction model, and 𝑚2 is 

the number of samples in the validation dataset 𝑯𝑣. 

Second step: In this step, the E-SS algorithm is 

used to determine parameters that correlate based 

on entropy. Let 𝐷𝑖 = [𝑥𝑖𝑥𝑎𝑥𝑎+1 … . 𝑥𝑎∗]; 𝐷𝑖 ∈ 

ℝ𝑚×𝑎∗
; 𝑖 = 1,2,3, … , 𝑛1 be the set of 𝑋 is the a-th 

parameter from 𝑋 that contains numeric parameters 

which have correlations based on entropy. Here, 

𝑥𝑎 = [𝑥𝑎(1)𝑥𝑎(2) … . 𝑥𝑎(𝑚)], 𝑥𝑎 ∈ 𝑋 is the a-th 

parameter from 𝑋. In this step, there will be 𝑛1 − 1 

subsets with correlations based on entropy. 

Specifically, each subset 𝑯𝒊 = [𝑦 𝐷 𝐷𝑖];  𝑯𝒊 ∈

 ℝ𝑚×(𝑎∗+𝑛2+1), is an augmented version about the 

patient. 

Third step: A model will be built using the 

Regression Tree for each data subset in Eq. (2). For 

each, 𝑯𝑖, suppose 𝑝𝑖 is a Regression tree model 

built based on the parameters in 𝑯𝑖 . Specifically: 

𝑝1 ∶ 𝑦 =  𝐹𝑅𝑇(𝐷, 𝐷1), 𝑝2 ∶ 𝑦

=  𝐹𝑅𝑇(𝐷, 𝐷2), … . 𝑝𝑖

∶ 𝑦 =  𝐹𝑅𝑇(𝐷, 𝐷𝑖). 

(2) 

Where 𝐹𝑅𝑇 represents the Regression Tree 

function[14]. 

Fourth step: The accuracy of each model is 

calculated, and the best prediction model is 

selected based on the highest accuracy Eq. (3): 

%𝐴𝑖 =
𝑏𝑖

𝑚2
 × 100% (3) 

Where 𝑏𝑖 is the number of correct diagnoses based 

on the 𝒾-th prediction model, and 𝑚2 is the number 

of samples in the test dataset. The best prediction 

model 𝑝∗ is determined using Eq. (4): 

𝑝∗ ≔ {𝑝𝑖: argmax
𝑖

%𝐴𝑖}                                                                   (4) 

 

Where 𝑝𝑖 is  the 𝒾-th model among all the 

prediction models. In other words argmax
𝑖

 is an 

operator that tries to find the value of 𝑖 which 

maximizes the function or value within argument. 

%𝐴𝑖 represents the accuracy percentage of model 

or algorithm 𝑖, so we want to find the algorithm 𝑖 

that has highest accuracy. 

The parameters in 𝐷∗ (the numeric parameters from 

𝑝∗) will be chosen as the most significant factors in 

determining whether someone has asthma. The 

algorithm for identifying the numeric parameters 

used with entropy-based Subset Selection is 

detailed in Algorithm 1.

https://doi.org/10.18535/sshj.v9i01.1443


Yustisia Lisa Christi et al. Asthma Disease Prediction Using Regression Tree Method 

 
Social Science and Humanities Journal, Vol. 09, Issue. 01, Page no: 6488-6495 

DOI: https://doi.org/10.18535/sshj.v9i01.1443                                               Page | 6491 

Algorithm 1: Identifying Parameters Based on Entropy 

Input: Dataset described by matrix 𝑿 ∈ ℝ𝒎×𝒏, variable to predict 𝒋 ∈ 𝒏, cardinality from the subset 

𝒏∗ < 𝒏. 

Output: Set of index 𝑺 ⊂ 𝒏, |𝑺| = 𝒏∗. 

Initialization: 𝑺 ≔ {𝒋}𝒏𝒔 = {𝒊 ⊂ 𝒏|𝒓𝒊𝒋
𝟐 ≥ 𝒓𝒎𝒊𝒏

𝟐 } 

Process: 

1. For 𝒌 = 𝟏 ∶ 𝐦𝐢𝐧 (𝒏∗ − 𝟏, 𝒏𝒔) do 

• 𝒋∗ = 𝒂𝒓𝒈𝒎𝒊𝒏𝒋∈𝒏𝒔\𝒔𝑯(𝒁𝒊𝒋|𝜷𝒊𝒋) 

• 𝑺 = 𝑺 ∪ {𝒋∗} 

2. End for 

 

Where argmin refers to selecting the value of 𝒋 that 

minimizes the function or expression 𝑯(𝒁𝒊𝒋|𝜷𝒊𝒋). 

𝑯(𝒁𝒊𝒋|𝜷𝒊𝒋) is some function (likely conditional 

entropy or some other metric) that depends on 𝒋. 

The terms argmin actually refers to the argument 

minimum explain where the minimum is located 

inside the dataset (i.e., which sample contains the 

least value from the dataset). 

Experimental setup: 

Dataset: The data used is a dataset provided by the 

website kaggle. Please check this link to view it 

https://www.kaggle.com/datasets/rabieelkharoua/a

sthma-disease-dataset. 

The asthma disease dataset on Kaggle, provided by 

Rabie Elkharoua, contains various features related 

to asthma patients who can further analyze the 

prediction and classification tasks. It is in this 

dataset that the focus lies because it is based on a 

chronic respiratory condition. Of the features for 

diagnosing and managing asthma, 8 features in 

total are considered. The following are the features 

in this relatively small dataset that may help in 

determining the lifestyle risk of developing asthma 

using a combination of environmental and genetic 

factors like age, sex, air pollution, alcohol use, and 

dust allergy. Occupational hazards and genetic risk 

further along with asthma. What makes it even 

smaller is that it can possibly compare the majority 

of its samples with so little information while still 

being detailed enough for initial attempts at 

classification. 

Parameters: The number of parameters in the 

dataset is 29, which are: Patient ID, Age, Gender, 

Ethnicity, Education Level, BMI, Smoking, 

Physical Activity, Diet Quality, Sleep Quality, 

Pollution Exposure, Pollen Exposure, Dust 

Exposure, Pet Allergy, Family History Asthma, 

History Of Allergies, Eczema, Hay Fever, 

Gastroesophageal Reflux, Lung Function FEV1, 

Lung Function FVC, Wheezing, Shortness Of 

Breath, Chest Tightness, Coughing, Nigthtime 

Symptoms, Exercise Induces, Diagnosis, and 

Doctor In Charge. 

Pre-Processing: In this section, Patient ID and 

Doctor In Charge were removed because they don’t 

contribute to the determination of asthma. 

Model Predictive Accuracy: 

In an effort to enhance the predictive accuracy of 

asthma diagnosis, this study utilizes various 

parameters associated with with asthma risk factors 

and environmental variables. The table presented in 

the image is titled “Parameters Representation as a 

Variable” and serve as a representation of various 

parameters used in a predictive model. The table 

contains two main columns. First column is 

parameters name where the column used in the 

predictive model and second column is variable 

representation where this column present the 
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representation of each parameter in the form of 

variables. These variables are used in the model to 

compute or analyze the relationship between these 

parameters and the desired predictive outcome. 

Result and Discussion: 

Table 1. Parameters Representation as a Variable 

Parameters Name Variable 

Representation 

Parameters Name Variable 

Representation 

Age 𝑥1 Pollen Exposure 𝑥11 

Gender 𝑥2 Dust Exposure 𝑥12 

Ethnicity 𝑥3 Pet Allergy 𝑥13 

Education Level 𝑥4 Family History Asthma 𝑥14 

Smoking 𝑥6 Hay Fever 𝑥17 

Physical Activity 𝑥7 Lung Function FEV1 𝑥19 

Diet Quality 𝑥8 Lung Function FVC 𝑥20 

Pollution Exposure 𝑥10   

 

In this section, we will discuss about True Positive 

Rate (TPR) Eq. (5), True Negative Rate (TNR) Eq. 

(6), False Positive Rate (FPR) Eq. (7), False 

Negative Rate (FNR) Eq. (8) and Accuracy(%A) 

Eq. (9): 

𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 × 100% (5) 

𝑇𝑁𝑅 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 × 100% (6) 

𝐹𝑃𝑅 =
𝐹𝑃

𝑇𝑁 + 𝐹𝑃
 × 100% (7) 

𝐹𝑁𝑅 =
𝐹𝑁

𝐹𝑁 + 𝑇𝑃
 × 100% (8) 

%𝐴 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
  

 

(9) 

With TP representing True Positive, TN 

representing True Negative, FP representing False 

Positive, and FN representing False Negative. 

Table 2. Performance Metrics of Various Subsets for Asthma Prediction Model 

Subset %A TPR TNR FPR FNR 

𝑥3, 𝑥2, 𝑥1, 𝑥19, 𝑥17, 𝑥7, 𝑥4 88.796 0.028 0.940 0.059 0.971 

𝑥2, 𝑥4, 𝑥1, 𝑥8, 𝑥3, 𝑥7, 𝑥6, 𝑥20, 𝑥14, 𝑥10, 𝑥11 90.886 0.028 0.962 0.037 0.917 

𝑥2, 𝑥1, 𝑥7, 𝑥14, 𝑥4, 𝑥6, 𝑥3, 𝑥13, 𝑥8, 𝑥17 91.304 0.057 0.965 0.034 0.942 

𝑥1, 𝑥4, 𝑥2, 𝑥8, 𝑥3, 𝑥7, 𝑥6, 𝑥20, 𝑥14, 𝑥19, 𝑥11, 𝑥10 90.886 0.028 0.962 0.037 0.971 

𝑥2, 𝑥3, 𝑥1, 𝑥19, 𝑥17, 𝑥7, 𝑥14, 𝑥4, 𝑥8, 𝑥27, 𝑥6, 𝑥12 90.050 0.072 0.951 0.048 0.927 

𝑥1, 𝑥2, 𝑥7, 𝑥14, 𝑥6, 𝑥3, 𝑥14, 𝑥13, 𝑥8, 𝑥17 91.137 0.057 0.963 0.036 0.942 

𝑥3, 𝑥1, 𝑥2, 𝑥19, 𝑥17, 𝑥7, 𝑥4 88.628 0.028 0.938 0.061 0.971 

𝑥7, 𝑥1, 𝑥3, 𝑥19, 𝑥17, 𝑥2, 𝑥4, 𝑥19, 𝑥12 89.882 0.057 0.950 0.049 0.942 

𝑥7, 𝑥3, 𝑥4, 𝑥19, 𝑥17, 𝑥9, 𝑥2, 𝑥16, 𝑥11  89.715 0.028 0.950 0.049 0.971 
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Based on Table 2, shows various subsets of features 

(denoted as 𝑥𝑖) were used to evaluate the asthma 

prediction model. These subsets were obtained 

from the result of the regression tree enhanced by 

entropy-based subset selection, where the subsets 

represent the parameters used to understand asthma 

severity. Among these, a subset consisting of ten 

selected features (such as 

𝑥2, 𝑥1, 𝑥7, 𝑥14, 𝑥4, 𝑥6, 𝑥3, 𝑥13, 𝑥8, 𝑥17) and 

highlighted in red has the highest accuracy Fig. (1). 

The way to validate the model is by examining 

several variables used in the regression tree method 

and calculating the percentages of TPR, TNR, FPR, 

and FNR, resulting in an accuracy of 91.304%.   

 

 
 

Figure 1. Bar Chart from 𝒙𝟐, 𝒙𝟏, 𝒙𝟕, 𝒙𝟏𝟒, 𝒙𝟒, 𝒙𝟔, 𝒙𝟑, 𝒙𝟏𝟑, 𝒙𝟖, 𝒙𝟏𝟕 

 

Previous research utilizing a Bayesian network 

model achieved an accuracy of 83.3% in predicting 

asthma within an independent group of 

patients[19]. However, this accuracy is lower 

compared to the regression tree method. The 

regression tree method is particularly effective in 

handling complex and non-linear data, making it 

well-suited for asthma detection. It also provides 

string interpretability, enabling a clear 

understanding of how and why certain predictions 

are made by unveiling the underlying decision 

making processes. This method can effectively 

incorporate various factors influencing asthma, 

such as age, allergies, and environmental exposure.  

Subset Selection 

This section explains the names of indices used in 

the paper, as shown in the following Table 3 : 

Table 3. Index Name 

Index 2 2 : Age 8 : Physical Activity 5 : Education Level 4 : Ethnicity 

Index 3 3 : Gender 5 : Education Level 9 : Diet Quality 8 : Physical Activity 

Index 4 4 : Ethnicity 7 : Smoking 2 : Age 10 : Sleep Quality 

Index 5 5 : Education Level 3 : Gender 9 : Diet Quality 8 : Physical Activity 

Index 6 6 : BMI 5 : Education Level 8 : Physical Activity 10 : Sleep Quality 

Index 7 7 : Smoking 4 : Ethnicity 2 : Age 10 : Sleep Quality 

Index 8 8 : Physical Activity 2 : Age 5 : Education Level 4 : Ethnicity 

Index 9 9 : Diet Quality 6 : BMI 8 : Physical Activity 3 : Gender 

Index 10 10 : Sleep Quality 3 : Gender 9 : Diet Quality 8 : Physical Activity 
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Conclusion: 

In conclusion, use of the regression tree analysis 

has been a major application in asthma research. 

The model has 91.304% accuracy and surpasses 

similar methodologies such as the Bayesian 

network by 83.3%. The converse implication of 

this work is that the model can handle non-linearity 

in data and complex attribute interactions, which 

enables a more multifaceted diagnosis of asthma 

based on many attributes such as age, allergies, and 

environmental exposure. In addition to this, this 

method has a powerful explanation capability, 

which can provide us with more clear intuitions 

about both how and why the predictions are made, 

since it is very important in some cases, such as 

chronic disease (asthma). This demonstrates that a 

regression tree can provide more accurate and 

relevant results in detecting asthma. This study 

makes a distinctive contribution to more accurate 

and efficient asthma detection. This research sheds 

light on how machine learning techniques might 

have a huge impact on chronic care management 

and healthcare in general. 
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