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Abstract: 

The steel industry is a major contributor to global energy consumption and greenhouse gas emissions, driving 

the need for enhanced efficiency. This study explore the use of Principal Component Analysis (PCA) 

combined with Regression tree (RT) techniques to predict energy consumption in the steel industry. PCA 

reduces data dimensionality, while RT addresses complex, non-linear relationships. Tested on a Kaggle 

dataset, the PCA and RT model achieved high accuracy, with a Root Mean Square Error (RMSE) of 0.67 and 

an accuracy rate of 90.82%, outperforming other methods in a comparative analysis. The model’s moderate 

training time of 1.18 seconds highlights its efficiency. Visual and comparative analysis confirmed the model’s 

strong alignment with observed energy consumption values and its balance between accuracy and 

computational efficiency. The PCA and RT model is an effective tool for predicting energy consumption in 

the steel industry, offering a practical approach to improving energy efficiency and sustainability. Future 

research could explore advanced techniques to further enhance predictive accuracy and model robustness. 
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Introduction: 

The steel industry is one of the most energy-

intensive sectors, contributing significantly to 

global energy consumption and greenhouse gas 

emissions. As the demand for steel continues to 

rise, particularly in emerging economies, there is a 

pressing need to enhance energy efficiency within 

this sector [1, 2]. The potential for energy 

conservation and emission reduction in the steel 

industry is substantial, yet realizing this potential 

requires the adoption of advanced analytical 

methods and technologies [3]. 

One promising approach to improving energy 

efficiency in the steel industry is the integration of 

PCA and RT. PCA is widely recognized for its 

ability to reduce dimensionality in datasets, 

allowing for more efficient data processing and 

interpretation [4]. When combined with RT, which 

is effective in handling complex, non-linear 

relationships in data, this hybrid approach can 

significantly enhance the accuracy of energy 

consumption predictions [5]. 

The focus on energy efficiency in the steel industry 

it not new. Historical analyses have emphasized the 

role of advanced technologies and process 

optimizations in reducing energy use [6]. For 

instance, the development of energy-efficient 

technologies in the U.S. iron and steel industry has 
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been a significant area of research, highlighting the 

need for continuous innovation [7]. Similarly, 

studies on the energy and environmental 

performance of the steel industry in Sweden and 

China have underscored the importance of learning 

and adaptation in supporting emergent 

technologies [8, 9]. 

In recent years, life cycle assessments (LCA) and 

environmental analyses have become essential 

tools for evaluating the sustainability of steel 

production. These assessments provide critical 

insights into the energy and carbon footprints of 

different steelmaking scenarios, offering guidance 

for future improvements [10, 11]. Moreover, the 

integration of energy efficiency strategies with life 

cycle thinking is crucial for achieving long-term 

sustainability in the steel industry [12]. 

The significance of energy efficiency in 

steelmaking is also reflected in the efforts of global 

organizations such as the World Steel Association, 

which has highlighted the need for continuous 

improvement in energy use across the industry 

[13]. Recent advancements in energy efficiency, as 

detailed in white papers and technical reports, 

further demonstrate the industry’s commitment to 

reducing its environmental impact [14]. 

Method 

This section outlines the algorithms and research 

workflow employed to develop the energy 

consumption prediction model in the steel industry 

using the Principal Component Analysis (PCA) 

and Regression Tree (RT) methods. Please refer to 

[15] for the fundamentals of PCA and RT. 

A. Energy Consumption Prediction Algorithm 

Using PCA and RT 

Let 𝑯 = [𝒚, 𝑿]; 𝑯 ∈  ℝ𝑚 ×(𝑛1+1) represent the 

dataset related to energy consumption in the steel 

industry, where 𝒚 ∈  ℝ𝑚 denotes energy 

consumption, and 𝑿 =  [𝒙1, 𝒙2, … , 𝒙𝑛1
]; 𝑿 ∈

 ℝ𝑚×𝑛1 represents a set of numerical parameters 

affecting energy consumption (such as 

temperature, pressure, and other factors). Here, 𝑚 

is the number of samples in the dataset, and 𝑛1 is 

the number of numerical parameters. 

Step 1 : PCA transformation 

First, the raw data 𝑿 is transformed using PCA to 

reduce the dataset’s dimensionality and capture the 

maximum variability in the data. The result of this 

transformation is a new set of orthogonal features, 

know as principal components. The PCA 

transformation can be formulated as Eq. (1): 

𝑿′ =   𝑿 . 𝑾 (1) 

Where 𝑾 is the eigenvector matrix associated with 

the largest eigenvalues of the covariance matrix 𝑿. 

The covariance matrix is computed as Eq. (2): 

𝑪 =  
1

𝑚 − 1
𝑿⊺𝑿 (2) 

And 𝑾 is obtained from the eigenvalue 

decomposition of 𝑪 [15]. 

Step 2 : Building the Model with Regression 

Tree 

After transformation, the next step is to build the 

prediction model using the Regression Tree (TR). 

In this step, the dimensionally reduced data, 𝑿′ is 

used to train the RT model, which is then used to 

predict the energy consumption values 𝒚. 

The RT model is designed to find non-linear 

relationships between the transformed parameters 

and the predicted energy consumption. The RT 

prediction function can be expressed as Eq. (3): 

�̂� = 𝐹𝑅𝑇(𝑿′) 
(3) 

Where 𝐹𝑅𝑇 represents the Regression Tree model 

function [15]. 

Step 3 : Model Evaluation 

To evaluate the model’s performance, the dataset is 

divided into two subsets: training data and testing 

data. The model is trained using the training data, 

and its accuracy is tested using the testing data. The 

evaluation methods employed include calculating 

the Root Mean Square Error (RMSE), Normalized 

RMSE (NRMSE), and accuracy to measure how 

well the model predicts energy consumption. The 

formulas for RMSE Eq. (4), NRMSE Eq. (5), and 

accuracy Eq. (6) are as follows: 

https://doi.org/10.18535/sshj.v9i01.1459


Mery Septiani et al. Energy Consumption Prediction in the Steel Industry Using Principal Component Analysis and Regression 

Tree Methods 

 
Social Science and Humanities Journal, Vol. 09, Issue. 01, Page no: 6410-6415 

DOI: https://doi.org/10.18535/sshj.v9i01.1459                                              Page | 6412 

𝑅𝑀𝑆𝐸

=  √
1

𝑚
∑(𝑦𝑖 −  �̂�𝑖)2

𝑚

𝑖=1

 
(4) 

  

𝑁𝑅𝑀𝑆𝐸 =  
𝑅𝑀𝑆𝐸

𝑟𝑎𝑛𝑔𝑒(𝑦)
 (5) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (1

− 𝑁𝑅𝑀𝑆𝐸)

∗ 100% 

(6) 

Where 𝑦𝑖 is the actual value, �̂�𝑖 is the predicted 

value, and 𝑚 is the number of sample [15]. 

Step 4 : Determining the Best Model 

The model with the smallest NRMSE and highest 

accuracy is considered the best model is then used 

to predict on datasets that model has not seen 

during training. 

B. Data Source 

The dataset used in this research is sourced from 

the publicly available Kaggle dataset titled “Steel 

Industry Energy Consumption” [16]. This dataset 

includes various parameters relevant to energy 

consumption in steel industry, such as temperature, 

pressure, and other parameters used in PCA and RT 

analysis. 

Result and Discussion: 

In this section, we present and discuss the results of 

the energy consumption prediction using the 

Principal Component Analysis (PCA) combined 

with Regression Tree (RT) to model energy 

consumption in the steel industry. The PCA and RT 

model was trained and tested on the preprocessed 

dataset, and its predictions were closely aligned 

with the observed energy consumption values. 

A. Model Performance 

The Regression Tree model was trained on 80% of 

the dataset, while the remaining 20% was used for 

testing. MATLAB was utilized as the software 

platform to implement the PCA and  Regression 

Tree models for energy consumption prediction. 

The model’s performance was evaluated using 

Root Mean Square Error (RMSE), Normalized 

RMSE (NRMSE), and accuracy metrics. The 

training time was recorded at 1.18 seconds, 

indicating the model’s efficiency in handling the 

dataset. The results showed an RMSE of 0.67, 

which signifies a low prediction error. The 

NRMSE was calculated at 0.09, corresponding to 

an accuracy of 90.82%. 

These result demonstrate that the PCA and RT 

model is highly accurate in predicting energy 

consumption within the steel industry, as indicated 

by the high accuracy percentage and low RMSE 

values. The use of PCA in the preprocessing stage 

effectively reduced dimensionality and enhanced 

the predictive capability of the Regression Tree.

A. Visual Analysis 

Figure 1 Comparison of Observed and Predicted Energy Consumption in the Steel Industry 
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The predicted values were plotted against the 

observed values to visually assess the model’s 

performance. The plot, as shown in Figure 1, 

reveals a close alignment between the predicted 

and observed energy consumption values, further 

validating the model’s accuracy. Minor deviations 

observed can be attributed to inherent noise in the 

data or limitations of the Regression Tree in 

capturing complex nonlinear relationships. 

B. Comparison with Previous Studies 

The model’s accuracy of 90.82% is competitive 

when compared to other studies employing similar 

techniques in energy consumption prediction. The 

use of Regression Trees, combined with PCA, has 

been shown to improve prediction accuracy by 

addressing multicollinearity issues and enhancing 

the model’s interpretability.

Table 1. Comparison of Different Methods for Energy Consumption Prediction 

Method 
Training Time RMSE NRMSE Accuracy 

PCA + RT 
1.18 0.67 0.09 90.82 

Regression Tree 
0.24 2.55 0.1 89.88 

RT + AR 
0.23 4.71 0.19 81.31 

Gradient Boosting 
0.83 23.97 0.95 4.98 

GB + AR 
1.06 10.45 0.41 58.58 

Random Forest 
0.68 22.01 0.87 12.76 

RF + AR 
2.43 3.55 0.14 85.94 

 

The comparison in Table 1 highlights that the PCA 

and RT method strikes an optimal balance between 

accuracy and training time compared to other 

methods. While methods like Gradient Boosting 

and Random Forest offer comparable accuracy, 

they come at the cost of significantly higher RMSE 

and training times. The PCA and RT approach, 

with its moderate training time and high accuracy, 

emerges as a reliable and efficient method for 

energy consumption prediction in the steel 

industry. 

Conclusion: 

This study investigated the use of Principal 

Component Analysis (PCA) combined with 

Regression Tree (RT) for predicting energy 

consumption in the steel industry. The PCA and RT 

model demonstrated high accuracy, with an RMSE 

of 0.67 and an accuracy rate of 90.82%, indicating 

its effectiveness in capturing the underlying 

patterns in energy usage data. The integration of 

PCA allowed for dimensionality reduction, which 

enhanced the model’s predictive performance by 

mitigating multicollinearity issues. 

The comparative analysis with other methods, 

including standalone Regression Trees, Random 

Forest, and Gradient Boosting, revealed that the 

PCA and RT model offer a favorable balance 

between computational efficiency and predictive 

accuracy. While some methods showed slightly 

higher accuracy, they required significantly longer 

training times, making PCA and RT a practical 

choice for real-time applications in industrial 

settings. 

Overall, the PCA and RT model provides a robust 

and efficient tool for energy consumption 

prediction in the steel industry. Future research 

could explore the integration of more advanced 

ensemble techniques or alternative features 

selection methods to further enhance predictive 

accuracy and model robustness. The findings of 

this study contribute to the ongoing efforts to 

optimize energy management in industrial 
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environments, offering a viable approach for 

improving energy efficiency and sustainability. 
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