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Abstract 

This study examines students’ perceptions of Artificial Intelligence (AI) in Social Studies education, 

exploring the impact of AI integration on academic performance and the ethical concerns associated with its 

use. Utilizing a quantitative research design, data were collected from secondary school students to assess 

their views on AI-driven educational tools. The findings reveal that students generally have a high 

perception of the usefulness of AI in enhancing learning and improving academic outcomes. However, 

significant ethical concerns were also identified, particularly regarding data privacy, algorithmic bias, and 

transparency in AI decision-making. The study highlights the need for stronger data protection measures, the 

reduction of biases in AI algorithms, and greater transparency to build trust in AI technologies. The results 

suggest that a balanced approach, which addresses both the educational benefits and ethical challenges of AI, 

is crucial for the responsible integration of AI in Social Studies education. The implications for policy, 

practice, and future research emphasize the importance of developing comprehensive ethical guidelines and 

promoting critical discussions about AI in the curriculum. By addressing these ethical considerations, the 

study contributes to a deeper understanding of how AI can be effectively and ethically integrated into Social 

Studies education, enhancing learning outcomes while safeguarding students’ rights. 

Keywords: Students’ Perceptions, Academic Outcomes, Ethical Implications, Artificial Intelligence, Social 

Studies Education 

Introduction: 

Artificial Intelligence (AI) is revolutionizing the 

landscape of education, offering new 

opportunities to enhance teaching and learning 

processes across various subjects, including Social 

Studies. AI technologies, such as intelligent 

tutoring systems, personalized learning platforms, 

and data-driven analytics, are increasingly being 

integrated into classrooms to support teachers and  

improve students' learning experiences (Johnson 

& Miller, 2023). In Social Studies education, AI 

can simulate historical events, provide interactive 

learning experiences, and personalize content 

delivery, thereby fostering a more engaging and 

immersive environment for students. However, 

the rapid integration of AI in education has also 

raised important questions about its impact on 
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students’ academic performance, their perceptions 

of AI’s role in learning, and the ethical 

implications associated with its use. 

Students' perceptions of AI in the classroom play 

a critical role in determining the success of these 

technologies in education. Adeoye & Salami, 

(2023) observed that a positive perception can 

enhance students’ engagement, motivation, and 

willingness to use AI tools, while negative 

perceptions can hinder its effectiveness. In Nigeria, 

the adoption of AI in education is still in its early 

stages, but there is growing interest in leveraging 

AI to address educational challenges, particularly 

in enhancing students' critical thinking and 

analytical skills in Social Studies (Olaniyan & 

Afolabi, 2023). Recent studies have highlighted 

that while students appreciate the interactive and 

personalized nature of AI-driven learning tools, 

they often express concerns about the complexity 

and reliability of these technologies, which can 

affect their overall learning experience (Nwosu & 

Obikeze, 2024b). 

The academic impact of AI on students has been a 

focal point of recent research, with studies 

indicating mixed outcomes. On the one hand, AI 

has the potential to significantly improve 

academic performance by providing tailored 

feedback, identifying learning gaps, and offering 

personalized learning paths that align with 

individual student needs (Chen et al., 2023). On 

the other hand, some researchers argue that the 

over-reliance on AI could diminish students' 

independent problem-solving skills and critical 

thinking abilities, as they may become overly 

dependent on automated solutions (Baker & Jones, 

2023). In the context of Nigerian education, 

Olaniyan and Afolabi (2023) found that AI-

assisted learning improved Social Studies 

students’ performance in Lagos State, suggesting 

that AI can be a valuable tool for enhancing 

academic outcomes. However, these benefits must 

be weighed against potential drawbacks, 

particularly in terms of fostering an over-

dependence on technology at the expense of 

traditional cognitive skills. 

Ethical concerns related to the use of AI in 

education have also garnered significant attention. 

Issues such as data privacy, algorithmic bias, and 

the ethical use of student data are central to the 

ongoing debate about AI in classrooms (Smith & 

Martinez, 2022). Students, often unaware of how 

their data is collected and used, may unknowingly 

consent to data practices that compromise their 

privacy. In Nigeria, Nwosu and Obikeze (2024) 

highlighted that many students are unaware of the 

privacy risks associated with AI, pointing to a 

broader need for education on data literacy and 

ethical technology use. Globally, concerns about 

biased AI algorithms that perpetuate stereotypes 

and inequality in educational content further 

complicate the integration of AI in Social Studies, 

a subject that fundamentally aims to promote 

critical and inclusive thinking (Baker & Jones, 

2023).  

The ethical implications extend beyond data 

privacy and bias, as AI's role in education also 

raises questions about the nature of learning itself. 

Okebukola, (2023) posits that AI-driven tools that 

provide instant answers or automate learning tasks 

may inadvertently discourage students from 

engaging deeply with content or developing 

essential skills in reasoning and debate, which are 

crucial in Social Studies. This highlights the need 

for a balanced approach to AI integration, where 

technology complements rather than replaces the 

human elements of teaching and learning. 

Educators must ensure that AI is used in ways that 

uphold educational values, respect students’ rights, 

and promote an ethical learning environment. 

In light of these issues, this study aims to explore 

students’ perceptions of AI in Social Studies 

education, examine its impact on their academic 

performance, and identify the ethical concerns 

associated with its use. Understanding these 

dimensions will provide valuable insights for 

educators, policymakers, and AI developers in 

creating responsible and effective AI-driven 

educational environments that not only enhance 

learning outcomes but also address the ethical 
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challenges inherent in this rapidly evolving 

technological landscape. 

Gap to Be Filled: 

Despite the growing integration of AI in education, 

there remains a significant gap in understanding 

how students perceive AI technologies, 

particularly in the context of Social Studies 

education. Most existing studies have focused on 

the technical benefits of AI, such as personalized 

learning and improved academic performance, 

without adequately exploring students' 

perspectives and the ethical concerns that arise 

from AI use in educational settings. Additionally, 

while there is evidence of AI's impact on 

academic outcomes, the specific effects on Social 

Studies, a subject that emphasizes critical thinking 

and ethical reasoning, remain underexplored. 

Furthermore, limited research addresses the 

ethical challenges posed by AI, such as data 

privacy, algorithmic bias, and the potential 

dehumanization of the learning experience, 

especially from the viewpoint of students in 

developing countries like Nigeria. This study 

seeks to fill these gaps by examining students’ 

perceptions of AI, its impact on academic 

performance in Social Studies, and the ethical 

implications of its use. 

Objectives of the Study: 

1. To examine students’ perceptions of the use of 

AI in teaching Social Studies 

2. To investigate the relationship between AI 

integration and students’ academic performance in 

Social Studies 

3. To explore the ethical concerns associated with 

the use of AI in Social Studies education from 

students’ perspectives. 

Research Questions: 

1. What are students’ perceptions of the use of AI 

in teaching Social Studies? 

2. What is the relationship between AI integration 

and students’ academic performance in Social 

Studies? 

3. What are the ethical concerns associated with 

the use of AI in Social Studies education from 

students’ perspectives? 

 Hypotheses: 

There is a significant relationship between 

students’ perceptions of AI use and their 

engagement in Social Studies learning. 

AI integration in Social Studies education 

significantly impacts students’ academic 

performance. 

Students perceive significant ethical concerns, 

including data privacy and bias, associated with 

the use of AI in Social Studies education. 

 Significance of the Study: 

The significance of this study lies in its 

exploration of the multifaceted impacts of 

Artificial Intelligence (AI) on Social Studies 

education, particularly focusing on students’ 

perceptions, academic outcomes, and ethical 

concerns. As AI becomes increasingly integrated 

into educational settings, it is essential to 

understand not just the technological benefits but 

also the implications of its use from the learners’ 

perspective. This study aims to fill a critical gap in 

existing research by providing insights that are 

vital for educators, policymakers, AI developers, 

and students themselves. 

Firstly, this study contributes to the growing body 

of literature on AI in education, specifically 

within the context of Social Studies, which has 

often been overlooked compared to STEM fields. 

While numerous studies have explored AI’s role 

in enhancing personalized learning and academic 

performance (Chen et al., 2023), there is limited 

research on how these technologies are perceived 

by students in humanities subjects like Social 

Studies. By examining students’ perceptions and 

the ethical concerns surrounding AI, this study 

provides valuable insights into the nuanced effects 

of AI on students’ engagement and learning 

experiences, thus filling a notable gap in the 

literature (Olaniyan & Afolabi, 2023). 
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For educators and curriculum developers, the 

findings of this study will offer crucial insights 

into the integration of AI in Social Studies 

classrooms. Understanding students’ attitudes 

towards AI is essential for designing instructional 

strategies that effectively leverage technology to 

enhance learning outcomes. Studies have shown 

that students' engagement with AI tools can 

significantly affect their learning experience and 

academic performance (Adeoye & Salami, 2023). 

This research will guide educators in 

implementing AI-driven educational practices that 

align with students’ needs, fostering an 

environment where technology complements 

traditional teaching methods rather than 

overshadowing them. 

The study also holds significant implications for 

policymakers and educational administrators who 

are tasked with overseeing the ethical integration 

of AI in schools. As AI technologies raise 

concerns about data privacy, algorithmic bias, and 

the potential for dehumanizing the learning 

process, it is crucial to develop policies that 

address these ethical challenges (Smith & 

Martinez, 2022). The findings from this research 

will provide evidence-based recommendations for 

creating guidelines that ensure the responsible use 

of AI in education, protecting students’ rights and 

promoting equitable access to technology. 

Moreover, the study will be valuable to AI 

developers and technology companies by 

highlighting students’ experiences and perceptions 

of AI tools used in Social Studies education. 

Current research suggests that the design of AI 

systems often prioritizes technical efficiency over 

user experience, leading to tools that may not fully 

meet the needs of students (Baker & Jones, 2023). 

Insights from this study will help developers 

design AI applications that are not only effective 

but also ethical and responsive to student concerns, 

such as data security and algorithmic transparency. 

Empowering students is another key significance 

of this study. By exploring their perspectives on 

AI, this research amplifies the voices of students, 

ensuring that their experiences and concerns are 

considered in the ongoing discourse on AI in 

education. This focus on student perception is 

crucial as it helps educators and developers 

understand the real-world impact of AI 

technologies in the classroom, beyond theoretical 

benefits (Nwosu & Obikeze, 2024a). Addressing 

ethical concerns raised by students can enhance 

their trust in AI tools, thereby increasing their 

willingness to engage with these technologies and 

improve their learning outcomes. 

Finally, this study emphasizes the importance of 

ethical AI use in education, particularly in Social 

Studies, where critical thinking, ethical reasoning, 

and civic responsibility are core objectives. As AI 

continues to influence how students learn and 

interact with information, it is essential to ensure 

that these technologies are used in ways that 

uphold educational values and foster a fair and 

inclusive learning environment. The research will 

contribute to the ongoing debate on ethical AI, 

providing a student-centered perspective that 

highlights the need for balanced and responsible 

AI integration in education (Okebukola, 2023). 

Conceptual Framework Analysis:  

The conceptual framework for this study revolves 

around three interrelated domains: students' 

perceptions of AI in education, academic 

performance in Social Studies, and ethical 

concerns associated with AI use. By examining 

these domains, the framework seeks to provide a 

comprehensive understanding of how AI 

technologies influence the learning experiences of 

students in Social Studies education. 

Students' Perceptions of AI in Education: 

Students' perceptions of AI play a crucial role in 

their engagement and learning outcomes. 

According to Alhassan et al. (2023), positive 

perceptions of AI tools can lead to increased 

motivation and enhanced learning experiences. 

Conversely, negative perceptions can hinder the 

effective integration of AI into educational 

practices. This domain focuses on how students 

view AI technologies in the context of Social 

Studies, including their beliefs about the benefits 
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and challenges associated with AI use. Research 

by Anyaogu and Okeke (2023) highlights that 

students' familiarity with AI tools and their 

understanding of AI's role in enhancing learning 

significantly affect their perceptions. 

Academic Performance in Social Studies: 

The second domain examines the relationship 

between AI integration and students' academic 

performance in Social Studies. Studies have 

shown that the effective use of AI can lead to 

improved academic outcomes by providing 

personalized learning experiences tailored to 

individual student needs (Kumar & Choudhary, 

2023). AI can facilitate access to diverse resources, 

promote critical thinking, and support 

collaborative learning, which are essential skills in 

Social Studies education. According to Ibekwe et 

al. (2023), integrating AI into Social Studies 

curricula can enhance students' analytical abilities 

and engagement, thereby positively impacting 

their academic performance. 

Ethical Concerns Associated with AI Use: 

The third domain addresses the ethical concerns 

that arise from the use of AI in education. These 

concerns include issues related to data privacy, 

algorithmic bias, and the potential dehumanization 

of the learning experience (Smith & Martinez, 

2022). As AI technologies become more prevalent 

in classrooms, understanding students' 

perspectives on these ethical issues is essential. 

Nwosu and Obikeze (2024b) emphasize the 

importance of fostering a critical awareness of 

ethical considerations among students, particularly 

in a subject like Social Studies, where ethical 

reasoning is central to the curriculum. This 

domain investigates how students perceive the 

ethical implications of AI, including their 

concerns about data security and fairness in AI-

driven educational tools. 

Interconnections between the Domains: 

The interconnections between these three domains 

create a holistic view of how AI influences Social 

Studies education. Students' perceptions of AI can 

significantly impact their academic performance, 

as positive beliefs about AI tools may lead to 

greater engagement and motivation. Conversely, 

ethical concerns can influence students' attitudes 

towards AI, potentially affecting their willingness 

to use these technologies in their learning 

processes.  

Methodology:  

This study employs a quantitative research design 

to systematically investigate the relationships 

between students’ perceptions of Artificial 

Intelligence (AI) in Social Studies education, the 

impact of AI on academic performance, and the 

ethical concerns associated with AI use. The 

quantitative approach allows for the collection and 

analysis of numerical data, which facilitates 

statistical testing of the hypotheses and provides 

empirical evidence to support the research 

findings. The target population for this study 

comprises secondary school students enrolled in 

Social Studies courses in selected schools within 

Osun State, Nigeria. A multi-stage sampling 

technique was employed to ensure a 

representative sample. Initially, a list of secondary 

schools were compiled from various from the 

three educational district in the state, and five 

schools were randomly selected from each 

senatorial district. From these schools, a stratified 

random sampling method was adopted to select a 

sample of 300 students, ensuring diversity in 

gender, socio-economic status, and academic 

performance. 

Data was collected using a structured 

questionnaire designed to assess students’ 

perceptions of AI in Social Studies, their 

academic performance, and their ethical concerns 

regarding AI use. The questionnaire was divided 

into three sections. Section A of the instrument 

gather information on students' age, gender, 

academic performance, and prior experience with 

AI technologies. Section B consist of Likert-scale 

items that measure students' attitudes towards the 

use of AI in Social Studies education while 

section C of the instrument gauge students’ 

awareness and concerns regarding ethical issues 

related to AI, such as data privacy, algorithmic 
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bias, and fairness in AI applications. The 

questionnaire was pilot tested with a sample of 30 

students from a school not included in the final 

study. This pilot test helped to refine the 

instrument, ensuring clarity, reliability, and 

validity. The final questionnaires were distributed 

to the selected participants. 

Data collection involved administering the 

questionnaire to the selected students during a 

designated period, preferably within their Social 

Studies classes. Trained research assistants  

facilitated the distribution and collection of 

questionnaires to ensure that participants 

understand the purpose of the study and feel 

comfortable responding. The confidentiality and 

anonymity of participants  emphasized to 

encourage honest responses. The collected data 

were analyzed using statistical software, such as 

SPSS (Statistical Package for the Social Sciences). 

Descriptive statistics were computed to 

summarize participants' demographic 

characteristics and general perceptions of AI. 

Inferential statistical methods, including 

correlation and regression analyses, were used to 

test the hypotheses regarding the relationships 

between students’ perceptions of AI, academic 

performance, and ethical concerns. 

Testing of Hypotheses: 

Table1. Effect of AI on Teaching of Social Studies 

Variable Mean Std Dev N R P Remarks 

Use of Artificial Intelligence 11.8500 01.8500 300 493 .000 Sig. 

Teaching of Social Studies 54.2534 42.634     

Sig. at .005 level 

From the above table, it could be inferred that 

there is strong relationship between the use of 

artificial intelligence and academic performance 

of Social Studies students.(r = .493, 

N=202,P>.005) Hence, the null hypothesis is 

accepted. The findings of this study indicate that 

the majority of respondents have a high perception 

of the use of Artificial Intelligence (AI) in 

teaching and learning Social Studies. This positive 

perception highlights a growing trend among 

students who are increasingly recognizing the 

potential of AI to enhance their educational 

experiences. The widespread acceptance of AI 

among students reflects broader shifts in the 

educational landscape, where technology is 

playing a pivotal role in shaping learning 

environments. 

Research by Olaniyan and Afolabi (2023) found 

that students’ familiarity and interaction with AI 

technologies in everyday life contribute 

significantly to their positive attitudes toward AI 

in education. Students today are more tech-savvy 

and open to innovative learning methods that 

incorporate AI, which they perceive as enhancing 

their engagement and making learning more 

personalized and accessible. This aligns with 

findings by Kumar and Choudhary (2023), who 

noted that AI’s ability to tailor learning 

experiences to individual needs is a key factor in 

its positive reception among students. The 

personalized nature of AI allows for customized 

learning paths, immediate feedback, and 

interactive content, all of which can make 

complex subjects like Social Studies more 

engaging and easier to comprehend. 

The high perception of AI use is also driven by 

students’ recognition of the efficiency and 

effectiveness that AI brings to the learning process. 

Adeoye and Salami (2023) observed that students 

who perceive AI as a tool that enhances learning 

outcomes tend to be more engaged in their studies. 

In the context of Social Studies, AI can facilitate 

https://doi.org/10.18535/sshj.v8i12.1490


Dr. Adedoyin Adetutu KEHINDE-AWOYELE and Adeniyi Wasiu ADEOWU / Exploring Students’ Perceptions, Academic 

Outcomes, and Ethical Implications of AI in Social Studies Education 

 
Social Science and Humanities Journal, Vol. 08, Issue. 12, Page no: 6003-6013 

DOI: https://doi.org/10.18535/sshj.v8i12.1490                                     Page | 6009 

access to diverse sources of information, provide 

interactive simulations, and enable students to 

visualize historical events and societal structures 

in ways that traditional teaching methods cannot. 

This not only enriches the learning experience but 

also fosters a deeper understanding of the subject 

matter.  Ibekwe et al. (2023), reported that AI 

integration in Social Studies promotes critical 

thinking and analytical skills among students. 

Furthermore, the positive perception of AI reflects 

a broader acceptance of technology in education 

and a shift towards more student-centered learning 

approaches. AI tools empower students to take 

greater control of their learning, allowing them to 

explore topics at their own pace and according to 

their interests. This empowerment is crucial in 

Social Studies, where understanding complex 

societal issues and historical events requires a 

degree of self-directed learning and critical 

engagement. The study’s findings support this 

view, suggesting that students appreciate the 

autonomy and flexibility that AI technologies 

provide, which enhances their overall learning 

experience.

Table 2: Relationship between the AI and Students Academic Performance 

Variable Mean Std Dev N R P Remarks 

Artificial Intelligence 4.18 1.608 300 0.506 .000 Sig. 

Academic Performance 9.48 3.722     

Sig. at .005 level 

The above table shows a significant relationship 

between the adoption of AI technologies and 

students academic performance (at r=.506, 

N=300 , p = 0.05). The findings of the study 

revealed a strong and positive relationship 

between the use of Artificial Intelligence (AI) and 

students’ academic performance in Social Studies. 

This connection underscores the transformative 

impact of AI technologies in educational settings, 

suggesting that AI can significantly enhance the 

learning experience, engagement, and academic 

outcomes for students. According to Adeoye and 

Salami (2023), AI's adaptive learning capabilities 

allow it to tailor educational content to meet the 

individual needs of students, making the learning 

process more efficient and effective. This 

personalization helps students grasp complex 

concepts in Social Studies, which often involve 

the analysis of historical events, social structures, 

and cultural dynamics. Furthermore, AI provides 

real-time feedback, which is crucial for enhancing 

academic performance. Ibekwe et al. (2023) argue 

that this immediate feedback mechanism helps 

students correct their mistakes quickly, 

reinforcing learning and fostering a deeper 

understanding of the subject matter. In Social 

Studies, where critical thinking and the ability to 

draw connections between different historical and 

social contexts are essential, such feedback is 

invaluable. Interactive AI tools, such as chatbots, 

virtual reality simulations, and AI-driven 

discussion forums, create a more dynamic and 

engaging learning environment. As noted by 

Kumar and Choudhary (2023), these technologies 

enable students to explore Social Studies topics in 

more interactive ways, such as virtually visiting 

historical sites or engaging in simulations of 

political and social scenarios. This level of 

engagement not only makes learning more 

enjoyable but also aids in the retention of 

information, thereby improving academic 

outcomes. Olaniyan and Afolabi (2023) 

emphasized that by leveraging these insights, 

educators can adjust their teaching methods to 

better support student learning, ultimately leading 

to improved academic performance. 
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Table 3: Ethical concerns based on student perceptions of the use of AI 

Variables Sum of 

Square 

df Mean Square F P Remarks 

Between Group 1117.25 14 79.804 14.01 .000 Sig. 

Within Group 768.75 135 5.694    

Total 1886.00 149     

Sig. at 0.05 level 

Table 3 presents the ANOVA analysis showing 

that there was a significance difference on the 

perception of student ethical concern on the use of 

AI in Social Studies classroom. (F value (14/135) 

= 14.014, Pro = 0.000< 0.05 level).  That is, 

perception of students ethical on the use of AI 

differs. 

The findings from the study indicate that a 

significant majority of respondents express high 

levels of ethical concerns regarding the use of 

Artificial Intelligence (AI) in Social Studies 

education. These concerns are primarily centered 

around issues such as data privacy, algorithmic 

bias, transparency, and the broader implications of 

AI on educational equity. The prevalence of these 

concerns highlights the complex ethical landscape 

that accompanies the integration of AI into 

educational settings, particularly in a subject as 

sensitive and culturally nuanced as Social Studies. 

One of the most prominent ethical concerns raised 

by respondents is data privacy and security. AI 

technologies, which rely on vast amounts of data 

to function effectively, pose significant risks to 

the privacy of students and educators. With AI 

systems often collecting and analyzing personal 

information, there is a heightened fear that 

sensitive data could be misused or accessed 

without consent. In a recent study by Nwosu and 

Obikeze (2024a), found that data breaches and 

unauthorized data access are increasingly common 

in the education sector, raising concerns about the 

protection of student data. This issue is not just 

about privacy violations; it also undermines trust 

in AI systems, as students and parents become 

wary of how their personal information might be 

exploited. 

Furthermore, the study findings revealed that 

respondents are deeply concerned about 

algorithmic bias and fairness in AI applications. 

AI systems, which are trained on historical data, 

can inadvertently perpetuate existing biases, 

leading to unequal treatment of students. For 

instance, AI-driven assessment tools might favor 

certain cultural or socio-economic backgrounds 

over others, thereby disadvantaging some groups 

of students. According to Olaniyan and Afolabi 

(2023), such biases can significantly impact 

students' learning experiences and outcomes, 

particularly in Social Studies, where diverse 

perspectives are essential for a well-rounded 

understanding of societal issues. The respondents’ 

concerns echo these findings, highlighting the 

need for more rigorous checks to ensure that AI 

systems are fair and unbiased in their application. 

Another major ethical concern highlighted by the 

respondents is the lack of transparency and 

accountability in AI systems. Many AI 

technologies operate as "black boxes," where the 

processes behind decision-making are not visible 

or understandable to users. This opacity creates a 

significant barrier to trust, as students and 

educators are unable to fully comprehend or 

challenge the outcomes produced by AI systems. 

Adeoye and Salami (2023) argue that 

transparency is crucial in educational settings, as 

it allows users to critically engage with AI tools, 

question their outputs, and hold them accountable 

when errors or biases are detected. Without clear 
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transparency, there is a risk that AI could be used 

in ways that are not aligned with educational 

values, potentially causing harm rather than 

benefiting students. 

The respondents' concerns also extend to the 

broader ethical implications of AI in education, 

such as the potential impact on educational equity. 

There is a fear that AI could widen existing gaps 

between well-resourced and under-resourced 

schools, as access to advanced AI technologies is 

often uneven. Schools in affluent areas may have 

the resources to integrate sophisticated AI systems, 

while those in less privileged areas may struggle 

to keep up, thereby exacerbating educational 

inequalities. Smith and Martinez (2023) highlight 

that without deliberate efforts to ensure equitable 

access to AI, the technology could further 

entrench existing disparities, rather than serving as 

a tool for educational improvement. 

The high level of ethical concerns identified in 

this study underscores the urgent need for ethical 

frameworks that guide the use of AI in Social 

Studies education. Such frameworks should 

prioritize data protection, ensure fairness and 

inclusivity, and promote transparency in AI 

systems. There is also a need for ongoing dialogue 

between educators, students, AI developers, and 

policymakers to address these ethical challenges 

and develop strategies that ensure the responsible 

use of AI in education. By addressing these ethical 

concerns, educators can harness the benefits of AI 

while safeguarding the rights and interests of all 

stakeholders. 

Implications of Findings:  

The study’s findings, which indicate that a 

majority of respondents have high levels of ethical 

concerns about the use of Artificial Intelligence 

(AI) in Social Studies education, have significant 

implications for educators, policymakers, and 

technology developers. These concerns, 

particularly related to data privacy, algorithmic 

bias, transparency, and equity, point to the need 

for a more thoughtful and ethical approach to AI 

integration in educational settings. 

One of the primary implications is the urgent need 

to enhance data privacy measures. As AI systems 

often collect and analyze large amounts of 

personal data, students and educators are 

justifiably worried about the security of this 

information. According to Nwosu and Obikeze 

(2024b), breaches of data privacy can erode trust 

in AI technologies, which is critical for their 

successful adoption in schools. To address these 

concerns, educational institutions must implement 

stronger data protection protocols, including 

advanced encryption and strict access controls, to 

prevent unauthorized data access. Additionally, 

clear communication about how data is used, 

stored, and protected can help alleviate some of 

the fears surrounding AI technologies. 

Algorithmic bias is another significant concern 

highlighted by the findings, as many students fear 

that AI systems could perpetuate existing social 

inequalities. AI technologies, which often rely on 

historical data for decision-making, can 

inadvertently favor certain groups over others, 

leading to unfair outcomes. This is particularly 

troubling in the context of Social Studies, a 

subject that requires diverse perspectives to 

promote a balanced understanding of societal 

issues. Olaniyan & Afolabi (2023), posits that the 

presence of biases in AI systems can undermine 

the educational experience, especially for 

marginalized groups. To mitigate these biases, 

developers and educators should collaborate to 

ensure that AI tools are designed and tested with 

diverse data sets that reflect the varied 

backgrounds of students. 

The lack of transparency in AI systems also 

emerged as a key concern among respondents. 

Many AI tools operate as “black boxes,” making it 

difficult for users to understand how decisions are 

made. This lack of transparency not only creates 

confusion but also raises questions about 

accountability, as students and educators are left 

in the dark about the factors influencing AI-driven 

decisions. Adeoye and Salami (2023) argue that 

transparency is essential for building trust in AI 

systems, as it allows users to critically evaluate 
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the technology and hold it accountable when 

errors occur. To promote transparency, AI 

developers should prioritize creating systems that 

offer clear explanations of their decision-making 

processes, enabling users to engage more 

effectively with the technology. 

Another critical implication of the findings is the 

need for policies that address the ethical 

challenges associated with AI in education. 

Policymakers must establish comprehensive 

ethical guidelines that provide clear directions on 

the responsible use of AI in schools. These 

guidelines should address key issues such as data 

privacy, bias, and transparency, and should be 

regularly updated to keep pace with technological 

advancements. Additionally, incorporating 

discussions about AI ethics into the Social Studies 

curriculum can equip students with the critical 

thinking skills necessary to navigate the ethical 

challenges posed by emerging technologies. By 

engaging students in conversations about the 

impact of AI, educators can foster a more nuanced 

understanding of the technology’s role in society. 

The ethical concerns highlighted by the study also 

suggest that future research should continue to 

explore the implications of AI integration in 

education. There is a need for ongoing studies that 

investigate the long-term effects of AI on 

students’ learning experiences, particularly in 

terms of how ethical issues evolve as AI 

technologies become more widespread. Research 

should also focus on developing effective 

strategies for mitigating ethical risks, such as 

enhancing data privacy measures or reducing 

biases in AI systems. By expanding the scope of 

research to include the perspectives of teachers, 

parents, and AI developers, a more comprehensive 

understanding of the ethical challenges associated 

with AI in education can be achieved. 

Conclusion: 

The findings of this study highlight the complex 

relationship between Artificial Intelligence (AI) 

and Social Studies education, emphasizing both 

the potential benefits and significant ethical 

concerns associated with AI integration. The study 

reveals that while students perceive AI as a 

valuable tool that can enhance engagement and 

improve academic performance, they also express 

serious apprehensions regarding data privacy, 

algorithmic bias, and the transparency of AI 

systems. These concerns underscore the need for a 

balanced approach to AI adoption in education, 

one that prioritizes ethical considerations 

alongside technological advancement. 

Policymakers must establish comprehensive 

ethical guidelines that inform the development 

and deployment of AI technologies, safeguarding 

students’ rights while leveraging the educational 

benefits of AI. By addressing these ethical 

challenges, educators, developers, and 

policymakers can ensure that AI technologies are 

used in ways that enhance learning while 

protecting the interests of students. Ultimately, a 

thoughtful approach to AI integration can 

transform Social Studies education, making it 

more dynamic, inclusive, and aligned with the 

values of a just and equitable society. 
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